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Reading concordances with algorithms: 

using FlexiConc for children’s literature in 
CLiC 

 
In the hands-on session, we will use FlexiConc to study literary fiction 

via the CLiC web app (Mahlberg et al. 2020a). 

This document serves as a step-by-step guide to the activities.  

Our case study examines body part nouns in 19th century children’s 

literature. It aims to find repeated patterns of language use 

supported by FlexiConc. Patterns of body language serve as a useful 

example because there are textual similarities across different nouns 

(cf. Mahlberg 2013, Mahlberg et al. 2020b).  

https://clic-fiction.com/flexiconc 
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Part 1: technical steps 

In this part, we will take you through a pre-defined set of analysis steps using FlexiConc in 

CLiC. Don’t think too much about the concordance lines resulting from your steps just yet – 

you’ll get a chance to do that in the second part. 

 

Activity 1: running a concordance search in FlexiConc 

Background: This step explains how to create a concordance using the FlexiConc mode in CLiC. The 

concordance search is the basis for all subsequent steps   

You will search for hands in non-quotes, that is, all parts of the ChiLit novels that are outside of 

quotation marks. All further activities will be based on this initial concordance.  

 

1. To use FlexiConc in CLiC, simply select the FlexiConc tab to the right of the page. The first step 

is to choose a corpus, a subset, and query terms.  

2. Enter the search term hands in non-quotes of the ChiLit corpus. The search term is what we 

call the ‘node’.  

3. After setting your search terms, click the confirmation button to start searching the corpus.  

4. You will see the resulting concordance in the main window. 
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Activity 2: zooming in – select by a token-level string attribute 

Background: We will select lines where the token immediately to the left of the node (= the body part 

noun hands) is her. The word her (‘string value’) is specified in the uppermost field, and the position -

1 corresponds to the ‘token offset’. The token offset specifies the position relative to the node, where 

negative values count ‘downwards’ from the left of the node term (-1, -2, …), and positive values 

count ‘upwards’ (1,2, …).  

1. Set the string value  to her 

2. Set the token offset to -1 

3. All other settings remain unchanged 

 

 

Your results should look like this: 
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Activity 3: adding information to concordance lines – annotate with 

sentence transformers 

Background: Annotation refers to the (automatic) addition of further information to the concordance 

lines. In corpus linguistics, such information is typically added in the form of tags. Here we add 

information on how ‘similar’ concordance lines are. This similarity is based on similarity scores 

generated with the help of sentence transformers from large language models (Reimers & Gurevych 

2019).  

The embedding annotations that sentence transformers provide can form the basis for clustering 

algorithms (cf. section 5). In FlexicConc, clustering is used to form partitions based on the similarity 

between concordance lines.  

As illustrated in the second screenshot below, our annotation algorithms can use a context window 

with upper and lower bounds.  

  Note: Annotations are different from algorithms in that you won’t see immediate changes to your 

concordance after running an annotation step. Adding annotation means adding tags, or in the case 

of sentence transformers, embeddings that can then be used by certain algorithms.  

1. Scroll up to the query to find the add annotation menu. 

2. Select annotate with Sentence Transformers 

3. In the option window, set the lower bound to -5 and the upper bound to 5. This determines 

which part of the concordance is used to calculate embeddings. (So sentences are not really 

sentences, but stretches of text defined by word length) 

4. Click confirm in the concordance window. 
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Activity 4: Clustering with embeddings 

Background:  

Clusters are groups of concordance lines that are more similar to one another than to the remaining 

lines in the concordance. In the clustering methods FlexiConc supports in CLiC, the analyst 

determines how many groups are formed. The clustering algorithm produces precisely that number 

of concordance groups so that similar lines appear together. 

To perform clustering, you first need to annotate the concordance with one of the available 

embedding methods (cf. section 3). The similarity scores resulting from this annotation serve as the 

basis for the clustering algorithm to form groups. 

In this example, we use k-means clustering. On the scikit-learn website, you can find more details 

about how different clustering algorithms work: https://scikit-

learn.org/stable/modules/clustering.html. 

 

To perform a clustering, scroll down to Add algorithm. 

1. Choose Flat clustering by embeddings 

2. Change the number of clusters to 10 and leave everything else as-is. 
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The results of the clustering algorithm are displayed as partitions. So in practice, a partition is a 

cluster. The first group of concordance lines – cluster 0 – is uncollapsed by default, so you can see all 

the lines that the clustering algorithm puts together in cluster 0. You can collapse and uncollapse 

clusters by clicking on their partition labels. 
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Activity 5: branching out – navigating the analysis tree 

Background:  

A key feature of FlexiConc is its analysis tree. An analysis tree documents all the algorithms that are 

applied in the course of one specific concordance analysis. The tree provides two key advantages: 

1) Research documentation: the tree tracks all steps of your analysis, and the tree itself can 

be shared and restored (see section 7). 

2)   We can quickly return to a previous step and take alternative routes by creating new 

branches.  

Here, we use 2) to examine his + hands  in the same way that we selected concordance lines for her + 

body-part noun. 

1. Scroll up to the previous node Select by a token-level attribute where you selected her. 

2. Click on the branch icon in the bottom right corner. 

 

This step creates a new branch where all steps up until the one you branched off from are the same. 

The following steps (in our case, flat clustering by embeddings) are not copied over from the ‘old’ 

branch. You can always go back to your previous branch by clicking 1 next to the tree symbol. 

3. In the newly-created branch 2 , change the value to match against  to his.  
On running this change, our branches will contain different selections of the overall concordance (her 
cheeks / neck … vs. his cheeks/neck …). 

4. Click on the tree symbol to see a visualization of the entire analysis 
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In the tree, you can click on any current branch to switch back to the analysis.  

5.  click on 2 to go back to the branch that you just created (containing lines with his to the left of 

the node). 
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Activity 6: Clustering the new results 

In this step, we add a clustering step to our new branch 2. This will allow us to identify groups in the 

use of his hands in the same way we did for her hands. 

1. Add the Flat clustering by embeddings algorithm to branch 2. 

2. Cluster the lines into 10 partitions. 

 

Since the similarity scores based on sentence embeddings were calculated for the entire 

concordance, you don’t need to add a new annotation layer! – Remember: annotation is not the 

same as an algorithm. 
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Activity 7: Saving and sharing your research with the analysis 

tree 

Background: 

We introduced the analysis tree in Activity 5. We now want to show more of what this feature can do 

for you: 

1) An analysis can result in a large number of branches and algorithms. To gain an overview of these, 

you can look at the analysis tree.  so it is helpful to see an overview of all steps.  

2) The analysis may take longer than one session. Using the tree, you can save your work and pick up 

where you started. 

3) We might want to share our steps with a colleague or in a publication. 

To support reasons 2 and 3 given above, trees can be saved and loaded. This is done by exporting the 

tree to a JSON file, which you can store on your computer. 

 

1. Go back to the analysis tree view 

2. Click on save to file. 

3. Name your tree rc21_cl2025_example.json  

4. Save it in a location where you’ll be able to find it again!  
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Part 2: interpretation 
In this part, we’ll take a closer look at selected concordance views from the steps that you just 

applied to focus more on what they tell us about the use of ‘hands’. We will also try out some 

additional options to see how they affect the results. Don’t worry if you don’t make it through 

all steps – if you save your analysis tree to a file, you can load it back up anytime to recover 

your steps! 

 

Activity 1: clusters for her + hands 

1. Go to branch 1 of your analysis tree. To access it, you can load the JSON file for the tree that 

we just created to get there. If that doesn't work, use this link. 

2. By default, the overview shows you the concordance lines in cluster_0, which is the first 

partition.  

3. Click on the partition label for a given cluster to collapse and un-collapse the lines. 
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Look at the concordances for some of the clusters 

1. What are the differences between clusters 2 and 5? 

2. How would you describe these similarities compared to patterns that you might identify through 

other means such sorting? 

3. Change the number of clusters to a) 5 and b) to 15. What changes do you see? Which number of 

clusters seems to work best in term of seeing similarities across concordance lines 

 

Activity 2: clusters for his + hands 

Go to branch 2 of your analysis tree (link) to find the clusters for his + hands.  

1. How do the uses of hands in cluster 0 compare to what you saw for her hands? 

 

Activity 3: KWICGroups for hands 

Background: 

In this activity we will use the KWICGrouper. In CLiC, the KWICGrouper offers the analyst an 

option to select words in a specificied context around the node and group lines together that 

contain these words. CLiC then displays those lines at the top that contain most of the 

selected context words. In FlexiConc we have a KWICGrouper option that allows you to rank 

concordance lines based on type or token frequency. We also support regular expressions to 

make the search more flexible. 

 

1. Create a new branch 3 in your analysis tree and find the KWICGrouper Ranker.  

Enter the values his, her and with. 

If this takes you too much time, use the link to take you to the concordance lines. 
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Your results should look like this: 
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2. What kinds of features are highlighted through this use of the KWICGrouper ? Do you 

see functional similarities between highly-ranked lines? 

 

 

Part 3: Recap questions 
 

1. Were there any findings about body language that surprised yout? 

2. How might you continue this analysis? 

3. What were your main learnings from this session? 
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